
IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 12, NO. 2, FEBRUARY 2002 77
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Abstract—This paper presents a twin-class transmission system
for narrowband radio access channels suitable for handheld
video phone and multimedia portable PC applications. The
transmission system is comprised of a hierarchical 16-QAM mod-
ulation technique and a channel-coding scheme. The formation of
dual-priority transmission is due to differing error resiliencies of
the bits that make up a given symbol in a Gray-coded 16-QAM.
On this basis, a twin-class pilot-assisted fade-estimation technique
that can gracefully reduce the power loss caused by the transmis-
sion of pilot overhead is developed. The twin-class 16-QAM system
is then used to transport a compressed video bitstream, which is
partitioned to match the bit-error sensitivity of the transmitted
symbol. The partitioning scheme is based on a separation of
the variable-length (VL) coded discrete cosine transform (DCT)
coefficients within each DCT block. This partitioning scheme
is then applied to split the ITU-T H.263-coded bitstream. The
scheme is suitable for constant bit-rate transmission (CBR), where
the fraction of bits assigned to each of the two partitions can
be adjusted according to the requirements of the unequal error
protection scheme employed. The distribution of the VL-coded
(VLC) information amongst the two partitions is performed
adaptively. Finally, the performance of the partitioning scheme for
transmission of video signals using our twin-class 16-QAM trans-
mission system is evaluated under multipath fading conditions.

Index Terms—QAM modulations, unequal error protection,
video partitioning, wireless video, 16-QAM.

I. INTRODUCTION

T HE DESIGN of multimedia terminals was conceived with
the assumption that users do not move and the transmis-

sion medium is almost error free. As mobility is becoming a
major challenge in future multimedia communications, an es-
sential issue is how to protect a highly sensitive video portion
of multimedia information against hostile multipath fading en-
vironments. Since most existing video compression standards
have been developed for relatively benign, near-error-free en-
vironments, they cannot be directly applied in a hostile mo-
bile domain. This is mainly due to the extensive employment
of variable-length coding (VLC) techniques, which are efficient
in bit-rate reduction terms, but are error sensitive, since a single
transmission error may result in an undecodable string of bits.
In addition, to enhance the compression efficiency, interframe
coding is normally deployed. However, the main drawback with
interframe coding for mobile applications is the transmission
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of error bursts which tend to propagate to the proceeding in-
terframe-coded video signal. To avoid this, less error-prone in-
traframe methods which lack coding efficiency should be con-
sidered. An alternative approach which would allow the uti-
lization of interframe coding is transmission via separate chan-
nels using an unequal error-protection strategy. For instance,
it is shown in [1] and [2] that the so-called maximum–min-
imum distance Gray-coded 16-QAM phasor constellation natu-
rally forms two different-integrity subchannels. Specifically, the
higher integrity 16-QAM subchannel—referred to as the C-1
subchannel—is represented by the most significant bit (MSB)
of both the in-phase () and quadrature-phase () bits. By con-
trast, the lower priority subchannel (C-2) is formed by the re-
maining 2 bits of the 4-bit 16-QAM symbol, i.e., least signifi-
cant bits (LSBs). The associated bit-error-rate (BER) difference
of the C-1 and C-2 subchannels depends on the transmission
channel condition, which is Rayleigh in the worst case, when
no line-of-sight (LOS) path is present between the transmitter
and receiver. When there is a LOS path, various Ricean chan-
nels are encountered.

In QAM-based video transceivers, it is possible to exploit the
BER differences of the C-1 and C-2 subchannels in providing
video bit sensitivity-matched error protection. This BER dif-
ference can be further augmented, if required, by the different
video bit sensitivities or equalized by employing different
channel codecs. Alternatively, a range of different channel
codecs can be considered in order to create a more finely graded
set of bit-protection classes. We note, furthermore, that in 64-
and 256-QAM, there are three and four different protection
classes, respectively.

In this paper, we first present a detailed analysis of the C-1
and C-2 bit-error probabilities for Rayleigh fading channels.
In addition, to compensate the effects of the channel-induced
magnitude- and phase-fluctuations pilot-assisted modulation
(PSAM), a technique first proposed by Cavers [3], is inves-
tigated. Please note that the PSAM technique inserts known
pilot symbols in the transmission bursts, which essentially
sample the channel’s complex fading envelope according to the
constraints of Nyquist’s sampling theory. To take advantage
of the BER difference of the C-1 and C-2 subchannels, a
twin-class pilot assisted fade estimation technique that can
gracefully reduce the power loss caused by the pilot overhead
is presented. A combination of twin-class PSAM and channel
coding is then deployed to asses the overall performance of
the Gray-coded 16-QAM. The transmission system is then
conferred for transporting video-coded bitstreams over multi-
path fading channels. Thus, the second part of this paper deals
with bitstream splitting of video signals into two layers for
transportation via C-1 and C-2 channels. This part includes the
application of the bitstream partitioning to the ITU-T H.263
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Fig. 1. Gray-coded 16-QAM constellation.

coding standard and the quality assessment of the decoded
video after transmission over Rayleigh fading channels using
the twin-class 16-QAM system.

II. GRAY-CODED 16-QAM

A 16-QAM square constellation is shown in Fig. 1. As can be
seen, the distance of a constellation point from the boundary of
its decision region (referred to here as the protection distance)
for the two MSBs is either “” or “ ” and assuming that the
probability of occurrence for all 16 phasors is equal, the BER
probability classified here as channel 1 (C-1) [1], [2] is given by

(1)

where is the area under the Gaussian tail andis the one-
sided noise spectral density of additive white Gaussian noise
(AWGN).

For the two least significant bits (LSB) signifying channel 2
(C-2), the decision distance is “” at all times and, thus, the BER
probability can be expressed as

(2)

The average signal energy per symbol () for 16-QAM is

or

Substituting “ ” from the above in (1) and (2)

(3)

(4)

in which

(5)

The total probability of error for 16-QAM is

(6)

Equations (3) and (4) represent the bit-error probabilities for
AWGN channels (nonfading case).

III. M ULTIPATH FADING CHANNELS

In mobile radio channels the fading signal can be expressed
as

(7)

where is the modulated signal, is the AWGN, and
is the multipath gain at the output of the fading channel. For nar-
rowband channels where the signal bandwidth is much smaller
than the coherence bandwidth, the received signal undergoes flat
fading [5]. Under flat fading conditions, the spectral character-
istics of the signal are preserved. Thus, can be presented as

(8)

where is the phase shift and represents the multiplica-
tive variation in the signal envelope. For slow flat fading chan-
nels, the phase shift and amplitude attenuation of the received
signal can be assumed to be constant within at least one symbol
period. can be accurately estimated in the detection process
(e.g., coherent) andis considered to be a Rayleigh-distributed
random variable where its probability density function be shown
as

(9)

where and are the rms voltage and averaged power of the
received signal (before envelope detection), respectively. For the
slow flat fading model, the signal amplitude during each symbol
period is multiplied by a Rayleigh fading factor [7]. Thus, the
instantaneous SNR is defined as

(10)

As indicated in (9), has a Rayleigh distribution. Conse-
quently, has a Chi-square distribution with two degrees of
freedom. Thus

(11)

is the average value of the SNR, i.e.,

(12)

where . Thus, the average BER can be
shown as

(13)
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From (3), (11), and (13), the average BER for the first channel
(assuming coherent detection) can be shown as

(14)

Integration by part and after simplification will give us

(15)

For the second channel, however, the situation is not as straight-
forward as for the first channel. The total average error proba-
bility of the second channel is shown as

(16)

but to avoid excessive analytical details, its derivation is pre-
sented in the Appendix.

Analytical evaluation of the BER performance, using (15) for
the first channel and (16) for the second channel, indicates that
the second channel has an unacceptable error rate in fading [1].
Indeed, such behavior backed by our simulation confirms that
the BER performance of the second channel remains almost
unaffected by the average SNR, whereas the BER of the first
channel decreases as the SNR increases. In the absence of the
multipath effect (i.e., a nonfading environment), the difference
between the two channels seems to be marginal. The poor BER
performance of the second channel indicates that the bandwidth
efficiency of multilevel modulation cannot be adequately uti-
lized due to envelope fluctuations which tend to drastically af-
fect the detection of the two least significant bits. To overcome
such a deficiency, we have developed a PSAM scheme which
takes advantage of the twin-class property of the 16-QAM mod-
ulation system.

IV. FADE ESTIMATION AND COMPENSATION

In conventional pilot-symbol-assisted modulation [3], [4], a
symbol representing a known phasor is allocated at the begin-
ning of each transmitting frame consisting of symbol data.
For a symbol period of , the frame length corresponds to

(17)

The sample timing of each symbol in theth frame ( ) can
be shown as

(18)

If a symbol representing a known phasor (e.g., in
Fig. 1) is transmitted at the beginning of a frame, the demodu-
lated pilot symbol at each frame timing (i.e., ) is
given by

(19)

At the demodulator, the ratio of the received signal over the
known phasor (i.e., ) represents the estimated value
of where

(20)

The above equation indicates that the estimate of the pilot
symbol is the sample value of affected by noise. The
estimated symbols for consecutive frames can then be used to
interpolate the symbol-spaced samples of the received signal

. Optimal interpolation using a Gaussian or Wiener
filter can be used but, to avoid the computational complexity of
the latter, the former has been considered here.

The next step in pilot-symbol-assisted fade estimation is
choosing a suitable frame length. Bear in mind that a large
value for can reduce the interpolation accuracy, thus leading
to a higher BER. At the same time, an unnecessarily small
value for can reduce the QAM spectral efficiency due to
power loss. For instance, for a frame length ofsymbols of a
source coded at a bit rate of bits/s, an increase in overhead
would be bits/s. However, an optimum value for the pilot
spacing can be found in accordance with the fading sampling
rate. For a given transmission system, the only changing
parameter affecting the fading rate is the velocity of the mobile
unit, which translates to the Doppler Spreading, defined as

where
maximum Doppler frequency;
velocity of the mobile unit;
carrier frequency;
speed of light.

In our experiments, the Doppler shift is normalized by the trans-
mitted symbol rate (i.e., ). For our Rayleigh fading simu-
lated model, a flat fading model with the power spectrum sug-
gested by Jakes [6] has been used. The carrier frequency was set
at 1.9 GHz, with a baud rate of 24 000. The over-sampling rate
was 8 and the pulse shaping roll factor was 2.5. Fig. 2 shows the
effect of frame size on the BER performance of both channels
using second order interpolation. In this figure, two normalized
Doppler shifts, and , were consid-
ered.

The results indicate that while the first channel can tolerate
a much larger frame size, the second channel would require a
more frequent pilot update as its BER performance tends to de-
teriorate more rapidly. Based on this observation, we present a
hierarchical PSAM scheme which allows more frequent pilot
transmission for the second channel. In addition, by employing
a half-symbol pilot, a substantial increase in the overhead can
be avoided. The proposed strategy is depicted in Fig. 3, which
shows how the pilot symbol is split into two halves, where each
is transmitted at a different frame rate. As shown in this figure,
the pilot symbol is formed by combining the two half-sym-
bols (i.e., “11,” “11” which correspond to

“1111” in Fig. 1). The full symbol formation can occur at
a multiple frame length (i.e., super-frame) . For the
second channel, a half-symbol (i.e., “11”) is inserted at
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Fig. 2. Effect of frame size on the BER performance of C-1 and C-2 channels for SNR= 30 dB.

Fig. 3. Framing structure for transmission of pilot information.

Fig. 4. Secondary fade estimation and compensation for the second channel data.

the beginning of each frame . The half symbol “11”
corresponds to a phasor repressing the maximum amplitude, but
its exact location (phase) in the 16-QAM constellation is deter-
mined by its corresponding two bits which are transported via
the first channel (i.e., in Fig. 1).

In this arrangement, the pilot (first channel; “11”)
is primarily used to estimate the channel for the recovery of the
first channel data (primary channel estimation). Upon detection
of the first channel data at a super frame basis, the second stage
of interpolation is performed on a shorter frame (i.e.,) to
recover the second channel data. Fig. 4 shows the configuration

of the fade estimation and compensation scheme for the two-
channel 16-QAM system.

In this configuration, after a primary-stage of fading estima-
tion and compensation at a super-frame basis, the demodulated
signal is first split into two branches. For the first branch, the
decision boundaries for both theand components are set at
zero-level (i.e., using a QPSK demodulator). The first two bits of
the decoded first channel data at the beginning of each frame,
together with the pilot bits (e.g., “11”), form a
symbol estimate of the transmitted phasor. As shown in Figs. 3
and 4, the estimated fade symbols of three consecutive frames



GHARAVI: PILOT-ASSISTED 16-LEVEL QAM FOR WIRELESS VIDEO 81

Fig. 5. Effect of secondary fade compensation on the BER performance of the
second channel data. (a)f T = 0:015. (b) f T = 0:01.

are subsequently used to perform symbol-spaced interpolation
according to (20). This is then applied to scale and rotate the
signal constellation in accordance with the decision boundaries
for the and components for recovering the second channel
data.

The above scheme was implemented using Signal Processing
Work System (SPW) simulation tools.1 The simulation model
was then evaluated by using a frame of 8 symbols ( )
and a super-frame of 64 symbols (e.g., ). Fig. 5 shows
the BER results for channel SNR ranging from 15 to 40 dB for

[Fig. 5(a)] and [Fig. 5(b)]. From
these results, it can be clearly observed that the performance
of the second channel is considerably enhanced, particularly at
higher channel SNRs. This is due to the fact that at a low channel
SNR, the error probability of the first channel data increases,
which could consequently affect the accuracy of pilot symbols
used for secondary fade estimation. However, we should point
out that due to the hierarchical structure of the system (e.g.,
partitioned input video data), once the first channel data frame is

1SPW is a registered trademark of Cadence Design Systems, Inc. The SPW
is identified in this paper to foster understanding. Such identification does not
imply recommendation or endorsement by the National Institute of Standards
and Technology, nor does it imply that this product is necessarily the best avail-
able for the purpose.

Fig. 6. BER performance of the coded first channel and its effect on the
uncoded second channels. (a)f T = 0:02. (b) f T = 0:01

corrupted by errors, the data transmitted on the second channel
would no longer be of any use. Thus, improving the performance
of the first channel (e.g., by means of forward error correction
(FEC) coding) can consequently enhance the performance of the
second channel.

Block coding such as Reed–Solomon (RS) and BCH (outer
coding) combined with convolutional coding (inner coding) can
provide a powerful error protection tool against multipath fading
for mobile applications. In this paper, however, we have con-
sidered convolutional coding for the first channel followed by
a block interleaver to disperse the error bursts. At the receiver,
a hard decision Viterbi decoder is then applied (after de-inter-
leaving) to recover the first channel data. The decoded first-
channel data is subsequently used to help the channel estima-
tion for the second channel. Fig. 6 illustrates the BER perfor-
mance of the first and second channels using a 1/2 rate convolu-
tional code with a constraint length of 9 for both
[Fig. 6(a)] and [Fig. 6(b)]. As indicated in these
figures, at higher SNR values where the FEC on the first channel
becomes more effective, the BER performance of the second
channel improves considerably. This behavior appears to fit very
well if the input video bitstream is partitioned in such a way that
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the first channel can carry the most error-sensitive information
of the compressed video. Such a strategy will be discussed next.

V. VIDEO PARTITIONING

In this section, we are mainly concerned with developing par-
titioning schemes suitable for transmission of compressed video
over our twin-class 16-QAM system. The objective is to exploit
the BER differences of the C-1 and C-2 subchannels by pro-
viding video bit sensitivity-matched error protection. Since the
transmission rate for C-1 and C-2 has to be at fixed rates with
equally sized partitioning, we have devoted our attention to con-
stant bit-rate (CBR) transmission. Since C-1 and C-2 use dif-
ferent PSAMs and error-protection overheads, the partitioning
algorithm should be able to divide the original bitstream into any
desirable sized partitions. The partitioning process is, in general,
described with the aid of the fraction of bits assigned to the indi-
vidual partitions. The number of different bit-sensitivity classes
and the video bits assigned to them have to be decided on the
basis of the visual importance differences of the various video
bits.

In this paper, our main objective has been to develop an effi-
cient partitioning scheme to split an already-compressed video
into two bitstreams for the transmission of video signals over
mobile channels. As will be discussed in the following section,
the ITU-T H.263 [9] video-coding standard has been considered
to compress the video signal before partitioning.

A. Hybrid-Based Video Partitioning

The so-called inter-frame hybrid DCT coding technique has
been adopted for most practical video codecs, including the ex-
isting video-coding standards [8]–[12]. The multiplexing struc-
ture for transmission of video-coded information of these stan-
dards is generally based on the same concept. For example, in
the H.263 standard, the video-coded information for each frame
is arranged in four hierarchical layers such as a picture layer,
group of blocks (GOB) layer, macroblock (MB) layer, and block
layer.

The picture layer contains a number of codewords that in-
clude the picture start code (PSC), picture type (PTYPE) indi-
cating whether the frame is INTER (P-picture) or INTRA (I-pic-
ture) coded, video format, and other important parameters that
are used to encoded the frame. The picture layer is then followed
by a GOB layer representing a row of contiguous MBs within
the coding frame. The GOB header contains information such
as GOB start code, group number (GN), and the quantization
parameter to be used for the GOB blocks.

Next is the MB layer; its header begins with a single bit, in-
dicating whether any more information is transmitted for the
MB (this is referred to as COD). For instance, if the COD flag
indicates a coded MB, its header provides information such as
the coded block patterns for chrominace (CBPCM) and lumi-
nance (CBPY), which identifies the coded blocks within a MB.
In addition, the codewords representing the horizontal and ver-
tical components of motion vectors for the MB is included in
the header. The final layer of the video syntax is the block layer
which contains the VLC-coded information of the DCT coeffi-
cients.

As described above, it is essential that the decoder receive the
header information without errors to ensure that the image is re-
constructed correctly. For instance, if the header information is
corrupted during transmission, the decoder will have no indi-
cation as to how the frame, GOB, or MB has been coded and
so any further data received will be useless. The actual DCT
coefficients are transmitted at the block layer and errors de-
tected in this data mean that some, or all, of the data is lost.
In this case, if errors affect only higher frequency coefficients,
the damage would be less catastrophic as the block can be re-
constructed with minimal visual distortion. It is therefore ben-
eficial to partition the coded bitstream in such a way that the
header information and possibly as many lower frequency DCT
coefficients, are better protected. However, the major challenge
in partitioning the video-coded bitstream is to avoid any sub-
stantial increase in the bit rate. This, to a large extent, depends
on the way in which the visual data is divided and subsequently
transmitted.

B. Partitioning of DCT Coefficients

As discussed above, a video frame is first divided into
nonoverlapping blocks ( ) and then each block is transformed
by a DCT, quantized and entropy coded. In this scheme, the dif-
ference between theth input block and its corresponding
motion-compensated (MC) predicted block (i.e., the ref-
erence block) is transformed via a DCT. The output of the block,
DCT , is then quantized, DCT ,
and VLC coded before being transmitted.

The separation of the quantized DCT coefficients may be ar-
ranged either before or after entropy coding. In the former, re-
ferred to as fixed-zone partitioning, the same number of lower
frequency coefficients (in a zig-zag scanning order) is selected
as the upper-zone for transmission over the first channel. In
the latter case, the first partition takes up a fixed number of
VLC codewords instead. To distinguish between the two split-
ting methods, the impact a loss of the second partition would
have on the reconstruction of the first partition is presented. Ne-
glecting the effect of quantization noise (e.g., ),
the prediction error signal (before VLC coding) may be shown
as follows:

DCT DCT DCT (21)

where and represent the current block of picture el-
ements and its corresponding MC predicted block (i.e., refer-
ence block), respectively. For partitioning, a fixed number of top
VLC codewords may be selected for the first partition for each
block of 8-by-8. In this case, the number of coefficients that
a single VLC codeword can represent depends on the number
of quantized zero coefficients (i.e., a zero run) preceded by a
nonzero value (level). It is assumed that the coefficients are read
in a zig-zag scanning order (from the top left to bottom right
corners). For instance, the first VLC codeword may represent
one or more quantized DCT coefficients of the lowest order, de-
pending on the nature of the run-level symbol. Therefore, for a
given number of selected top VLC codewords for the first parti-
tion, different blocks may result in covering a different number
of DCT coefficients. To assist with the analysis, a zone
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is defined as a region in which the DCT block covers a
specific number of DCT coefficients where the coefficients are
identified by the zone’s subscript indicesand . For instance,

corresponds to the DCT coefficients:
(in a zig-zag order).

Therefore, for a given number of VLC codewords selected
for the first partition, it may be assumed that for the current
coding block, this would correspond to upper zone . Thus,
the prediction error signal for selected VLC codewords may be
shown as follows:

first partition

DCT

DCT DCT (22)

second partition

DCT

DCT DCT (23)

Assume that when the reference block was encoded (based on
the same number of VLC codewords), the number of its DCT
coefficients for the first partition was represented by a zone that
was smaller than that in the current block (i.e., ).
Thus, the last term in (23) may be divided as

DCT

DCT DCT (24)

It can be easily deduced from (22) that in order to recover the
current DCT block, the prediction error signal should be added
to the reference block. Therefore, in the absence of any dis-
tortion caused by quantization or transmission errors, the VLC
codewords for the first partition can be expressed as

DCT

DCT DCT (25)

Using (24), (25) may be expressed as

DCT DCT

DCT DCT (26)

In the case of transmission errors, it is important to note that the
coefficients within the belong to the second partition at
the time the reference block was transmitted.

Next, the situation when this partition ( ) is received
erroneously at the time the reference block was transmitted will
be considered (this is a realistic assumption as the first partition
is expected to be well protected against transmission errors). For
the current block, however, in order to decode its first partition,
the receiver is required to provide the reference block repre-
sented by the same upper zone (i.e., ) when it was decoded.
Under these conditions, we can write the reconstructed refer-
ence block, after DCT conversion, with the same upper-zone as

DCT

DCT DCT (27)

where represents a zone that is effected by errors. We
assume that the receiver is designed to force these corrupted co-
efficients to zero. Subsequently, to decode the DCT coefficients
covered by the first partition of the current block, the prediction
error signal in (22) should be added to the reconstructed refer-
ence block with the same upper-zone, as shown in (27). Thus,
from (22) and (27), the DCT coefficients of the first partition at
the receiver may be expressed as

DCT DCT

DCT DCT (28)

The absolute difference value between the reconstructed upper-
zone, with and without transmission errors, at the second parti-
tion represents the distortion value for the coding block. Thus,
from (26) and (28), the following expression can be shown:

DCT DCT

DCT DCT

(29)

The distortion term in (29) represents the amount of drift
between the local decoder (24) and remote decoder (28) for
the first partition of the current block. This indicates that the
first partition has to rely on the channel condition in which
the second partition is received. Its visual effects may depend
on the number, as well as the magnitudes, of the nonzero
coefficients that fall within the differential zone . Bear
in mind that, in order to achieve a fixed-rate transmission for
each partition, splitting of the VLC codewords between the two
partitions is expected to change from time to time. As will be
shown later, the progression of such distortion and its visual
effects does not appear to be of serious concern—as far as the
INTRA refresh mode can be accomplished in a reasonable
interval.2

Alternatively, the splitting of the DCT coefficients can be ar-
ranged before VLC coding. In this case the same number of
lower frequency DCT coefficients (in a zigzag scanning order)
is always selected for inclusion in the first partition (this region
will be referred to as the upper-zone DCT). Although this ap-
proach has the advantage of providing SNR scalability, it can
cause a substantial increase in bit rates. This is mainly due to the
break up of the run-level symbol near the DCT cut-off region,
which may increase the number of bits per block. In addition,
for CBR transmission, this would require updating the quanti-
zation index for each partitioned layer by involving the encoder
in the splitting process. In contrast to VLC-based partitioning,
splitting can be accomplished entirely independently of the en-
coder as it will be required to operate at the entropy level.

C. VLC-Based Partitioning

Based on the ITU-T H.263 coding standard [9], we now
present a VLC-based partitioning scheme suitable for trans-
mission over our twin-class 16-QAM. It should be noted that
the partitions are required to be of a fixed rate and often of

2To avoid the accumulation of inverse transform mismatch error, each MB
is coded in INTRA mode at least once every 132 times when coefficients are
transmitted for this MB in P-pictures.
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differing sizes in order to match to the transmission rates for
C-1 FEC1 and C-2 FEC2 subchannels.

In our discussion so far, we have assumed that the first parti-
tion can always accommodate all the header hierarchy and, thus,
splitting has to rely only on the VLC-coded DCT coefficients. In
contrast, we observed that for video sequences with low motion
activities, the header information far outweighs the VLC-coded
coefficient data when the bit rate drops below certain levels. This
indicates that a robust partitioning MB-header may also need to
be transported via the second partitions (split-header). Further-
more, since we are dealing with CBR transmission, the cut-off
level for splitting the bitstream needs to be updated in accor-
dance with the relative buffer fullness of the individual chan-
nels. On this basis, the cut-off level is adjusted by the amount
of data which needs to be transferred from one bitstream to an-
other. This is shown by the adjustable indicator in Fig. 7. When
the indicator moves toward the left, less data will be transported
via the first bitstream and vice versa. To combine the two bit-
streams at the receiver, the location of the adjustable indicator,
which will be referred to as “cut-off value,” should be included
in the header of the particular transmission layer on which it is
updated (e.g., picture-layer, GOB layer, MB layer).

Here, we have considered updating this information at the
GOB level. Under this condition, a separate field is designated in
the picture header (after PSC) and in every GOB header of the
first bitstream for transmitting the cut-off value. To avoid any
substantial increase in the overall bit rate, only a 2-bit header is
allocated for transmitting and updating the cut-off level. In ad-
dition, to enhance the dynamic range of the adjustable indicator,
the cut-off value is encoded differentially with reference to the
previous position of the adjustable indicator (see Fig. 7). As il-
lustrated in Fig. 8, five levels (L-0, L-1, L-2, L-3, and L-4) are
used to signify the splitting region.

For example, suppose the splitting percentage of the first bit-
stream falls in the L-1 region; this means that significantly more
data should be transported via the first partition in the next GOB.
In this case, the amount of data that needs to be transferred to
the first partition should go up by two steps from the previous
position (e.g., moving the indictor in Fig. 7 toward the right by
two steps).

If the splitting percentage falls in L-2, the splitting mecha-
nism will move by only one step to the right. Likewise, when
the splitting percentage falls within L-4 or L-3, the transfer of
data will be from the first bitstream to the second. If percentage
splitting falls in between L-0, the cut-off value will remain the
same. Please note that the 2-bit cut-off value can be embedded
into the GN3 if the input video format is QCIF or less [13].

1) Splitter: Now we discuss the manner in which the two
partitions are formed at the bitstream splitter. For this purpose,
let us consider a scenario where the first VLC,4 as marked by the
adjustable indicator in Fig. 7, is transported via the first partition
for the current GOB in a P-frame. This is shown in greater detail
in Fig. 9. As illustrated, the first partition begins with the GOB
header followed by the MB header and the first VLC from each
block in the transmitting order. This process will continue until

3GN is a fixed codeword of 5 bits, identifying the GOB number in the frame.
4For INTRA blocks, INTRA-DC codeword will be considered instead.

Fig. 7. Splitting mechanism within one GOB.

Fig. 8. Selection of the cut-off value using a 2-bit codeword.

the next GN in the upcoming GOB is detected. The remaining
VLCs are subsequently transferred to the second partition in the
same order. It should be noted that the second partition does
not carry any VLCs from the blocks whose last VLCs are in-
cluded in the first partition or identified as zero blocks by the
MB header.

In order to resynchronize the two bitstreams at the receiver
(i.e., pre-decoder), the second bitstream should be furnished
with some header information. The header may consist of a pic-
ture start coded (PSC), and a temporal reference code (TR) at
the picture layer and the GOB start code (GBSC), and the GN
codeword at the GOB layer (i.e., H-2 in Fig. 9).

2) Pre-Decoder: At the receiver, the two bitstreams are
joined together to form the original H.263 bitstream via a
pre-decoder unit. The pre-decoder’s initial task is to extract
the cut-off value from the GOB header of the first bitstream.
From the cut-off value, it can then determine which of the two
bitstreams is carrying the MB information if the split-header
is identified. Otherwise, the pre-decoder can decide from
the cut-off value how many VLCs it should read from the
first bitstream. If the last VLC is not included in the first
bitstream, the predecoder will look for the remaining VLCs in
the second bitstream. This process continues until the last VLC
(last-run-level symbol) codeword (VLCL) is identified.

In our simulation model, when an error occurs on the second
bitstream, the pre-decoder is able to detect it but unable to pin-
point its exact location. Under these conditions, the entire data
on the second bitstream—which falls within one synchroniza-
tion period—will be ignored. However, to reconstruct a decod-
able H.263 bitstream, all the blocks within a GOB which do not
contain a VLCL (e.g., B1, B3, B4 in Fig. 9) in the first bitstream
will be closed. This is done by replacing every last VLC (e.g.,
first VLC according to Fig. 9) by its equivalent VLCL code-
word. If the cut-off value has identified a split-header, all the
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Fig. 9. Two-layer VLC-based partitioning.

Fig. 10. Error-concealment procedure to estimate INTRADC codeword.

interframe blocks in the GOB will be considered not-coded by
simply changing the COD flag.

For INTRA-pictures (I-pictures), however, the situation will
be slightly different.5 For instance, to drop a corrupted second
bitstream, there are two possible scenarios which would require
special attention. The first scenario is when only the first code-
word (INTRADC) is carried by the first bitstream. In this case,
the predecoder will change the CBPY and CBPCM codes to
signify that all the MB in this GOB do not carry any VLCs.
The most unlikely scenario is when the INTRADC codeword is
transported via the second bitstream. Under this condition, the
predecoder selects an 8-bit codeword (preferably 00 001 111)
for the blocks in the GOB. However, the effect of this causes
the appearance of a gray ribbon covering the length of the I-pic-
ture with a width of one GOB (16 lines).

To conceal such a visual effect, each INTRADC codeword
in the GOB will be replaced by the codeword from the neigh-
boring GOB, as shown in Fig. 10. For the first and last GOB in
the frame, all the INTRADC codewords will be replaced by the
codewords from the previous or the proceeding GOBs, respec-
tively. Please note that in our simulation model, if one of the
two reference GOBs is corrupted by errors, the predecoder will
use the other neighboring GOB is to estimate the INTRADC

5It should be noted that in the case of I-pictures it is not very likely to find
GOBs with the split-header.

codeword. In the case where both reference GOBs are corrupted
by errors, all the INTRASDC codewords will be replaced by
00 001 111.

As far as the first bitstream is concerned, a similar conceal-
ment approach has also been developed to realign the two bit-
streams. However, its detailed description is rather tedious and
beyond the scope of this paper.

VI. DISCUSSION ANDRESULTS

A. Video Splitting

Partitioning software programs were developed for the simu-
lation. They performed the adaptive splitting as discussed in the
previous section. In this program, the user defines the splitting
percentage factor in order to set the transmission rates for
the first and second bitstreams at and 100- . respec-
tively, where is the splitting percentage andis the overall
transmission rate. The performance of the splitting scheme was
then applied to the first 300 frames of two sequences known
as “Salesman” and “Claire.” Both sequences conformed to the
QCIF format. Initially, the splitting algorithm was examined
when these sequences were coded at 30 frames/s by consid-
ering equal sized partitioning (i.e., %). In these exper-
iments, except for the first frame which was intraframe coded,
the remaining 290 frames were interframe coded. The results, in
terms of the percentage difference between the two bitstreams
coded at various fixed bit rates ranging from 16 to 128 kbits/s,
are plotted in Fig. 11. As can be observed, the 50% splitting
target has not been successfully met at bit rates below 32 kbits/s.
This is due to the fact that at very low bit rates, the number
of VLCs tends to drop due to coarse quantization, leaving the
second bitstream with insufficient information to transport. In
fact, this is largely the result of utilizing full temporal resolu-
tion (30 frames/s), which should not be considered for video
compression at very low bit rates.

In these experiments, we have observed that by lowering the
coding frame rate to 10 frames/s, the partitioning can be success-
fully accomplished at a bit rate as low as 24 kbits/s. In addition,
as the bit rate goes up, the number of frames with split-header
GOBs decreases.
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Fig. 11. Percentage difference between two bitstreams.

B. Transmission

The final stage of our experiments was concerned with
the transmission aspects of the partitioned video signal. The
end-to-end transmission system has been simulated using
SPW simulation tools. As discussed in Section II, Gray-coded
16-QAM modulation with a baud rate of 24 was then used
to transmit the pilot-assisted coded symbols. The modulated
signal was then transmitted via AWGN channels under Raleigh
fading (flat fading) conditions.

In these experiments, the ITU-T H.263-based video-com-
pression technique was used to encode the input video signal.
As before, two QCIF video sequences, “Salesman” and
“Claire,” were encoded at 10 frames/s. The coded bitstream
was then partitioned into two bitstreams in such a way as to
allow differing degrees of error protection for each partitioned
bitstream. For FEC, convolutional codes were used to protect
each bitstream independently. In addition, to minimize the
effect of deep fades, a conventional block interleaver was
applied following the channel encoding.

The pilot overheads were then inserted before multiplexing
the bitstreams into a 4-bit symbol. As discussed earlier, a pilot
symbol ( “1111”) was first inserted after every 63
data symbols. In addition, a half symbol ( “11”) was also
inserted on the second bitstream at every 8-symbol interval.

At the receiver, a QPSK demodulation was used to re-
cover the first channel data (C-1). This was accomplished
by achieving the primary channel estimation where a 2-bit
pilot symbol ( “11”) was first extracted by down
sampling the received complex signal and then performing
symbol-spaced interpolation for estimating the fading channel
coefficients. These coefficients were then complex conjugated
and multiplied to the received symbols before being sent to a
QPSK slicer. A hard-decision Viterbi decoder had been used to
decode the first bitstream.

The next step was the process of recovery of the second
channel data; this was accomplished by first extracting a 2-bit
data from the decoded first bitstream. This, together with the
C-2 pilot symbol ( “11”), formed a full 4-bit pilot
symbol at every frame (i.e., ). The pilot symbols were then
used for the second-stage of channel estimation as shown in
Figs. 3 and 4. In these experiments, the oversampling rate

was 8 with a pulse shaping roll-off factor of .25. The carrier
frequency was 1.9 GHz.

In the first experiment, a 1/2 rate convolution coding with a
constraint length of 9 was applied to encode the first bitstream.
The second bitstream was transmitted unprotected. For the first
bitstream, the coding block structure consisted of 504 bits of
data information and a 16-encoder tailor bit. This resulted in a
total of 1024 encoded bits for the block (please note that the en-
coder tail bits were used to terminate the convolutional code).
In addition, to minimize the effect of deep fades, a conventional
block interleaver of 64 16 bits was then applied. Finally, by
taking into account the overheads such as cut-off value, parity
check bits, pilot information, and the second bitstream’s syn-
chronization bits (i.e., PSC and GBSC), the input video was en-
coded at 52.8 kbits/s. In this case, the splitting percentage factor,

, was found to be 42%.
At the receiver, both partitioned bitstreams were fed to the

predecoder block. As mentioned earlier, the function of the pre-
decoder is to re-synchronize, re-align, and finally perform a lim-
ited error concealment. Its performance largely depends on the
size of its input buffers for storing the partitioned bitstreams for
the re-alignment process. To avoid excessive delay, we have de-
ployed a 2.0-kbit buffer for each channel. In these experiments,
we observed that the effect of error bursts on the header infor-
mation (e.g., PSC, TR, etc.) may extend well beyond a single
P-frame. Consequently, this could seriously upset the resyn-
chronization process where the next picture header may not be
identified within the stored data. In this situation, the predecoder
replaces the entire data in each corrupted frame by the success-
fully re-aligned data from the previous frame (freeze-frame).

However, under less severe fading conditions, the effect of
error bursts is likely to be contained only within a few neigh-
boring GOBs. In this case, upon detecting errors in the first
channel, the entire data in any of the erroneously detected GOBs
is forced to zero, resulting in a replacement of the reconstructed
GOB from the reference frame. In this situation, all the MBs in
the GOB are considered as uncoded (i.e., COD1). In a case
where the errors effect an I-frame, a new GOB is generated that
will include only an INTRADC codeword for every block. The
codeword is regenerated by interpolating the INTRADC values
from the nearest blocks of the neighboring GOBs (see Fig. 10).
For further details of the effect of transmission errors on the bit-



GHARAVI: PILOT-ASSISTED 16-LEVEL QAM FOR WIRELESS VIDEO 87

Fig. 12. Average PSNR of the reconstructed frames of the “Claire sequence”
when transmitted via a twin-class 16-QAM. (a)f T = 0:01. (b) f T =

0:015.

stream and the alignment process, please refer to Section V-B.
Finally, the aligned bitstream is then forwarded to the standard
ITU-T H.263 decoder.

Fig. 12 shows the average PSNR (peak-to-peak signal to rms
noise ratio) of the reconstructed received video frames versus
channel SNR ( ) for the “Claire” sequence. This figure
also includes the BER results for C-1 and C-2. These results
were obtained for a normalized Doppler frequency ( ) of
0.01 [Fig. 12(a)] and 0.015 [Fig. 12(b)]. Furthermore, to gen-
erate a long string of binary data, input video sequences each
consisting of 396 frames (30 frames/s), was repeated ten times
and then coded at 10 frames/s. After the last frame of the first
sequence was encoded the first frame of the repeated sequence
was then encoded as I-frame, thus resulting in the I-frame reset
period of 134 frames.

The results in Fig. 12 indicate that at lower values,
the predecoder is unable to resynchronize the received bit-
streams due to excessive noise. This situation could result in a
severely distorted first frame (I-frame), followed by repeated
freeze-frames. As for the higher channel SNR, the perfor-
mance of the predecoder tends to improve considerably (e.g.,

depending on the mobile velocities). Such an improvement
becomes more noticeable as the number of freeze-frames drops.
In particular, it should be noted that such an improvement
is closely related to the BER performance of the multipath
resistant channel despite the relatively poor BER performance
of the second channel.

For further justification, the second experiment was carried
out with the objective of having identical BERs for both
channels. This was mainly to evaluate the advantage of an
unequal error protection strategy for transmission of the
partitioned video bitstreams. In these experiments, secondary
fade estimation was turned off. Instead, a conventional channel
estimation, where a 4-bit pilot symbol is transmitted at the
beginning of every frame of 19 symbols (i.e., ),
was deployed. In this arrangement, the first channel data was
transmitted unprotected, whereas the second channel data was
encoded using a rate-compatible punctured convolutional code
(RCPC) [14] at a rate of 2/5. This code consisted of a 1/3
rate convolutional code with the constraint length of 5 and the
puncturing rate of 24/20 (4 symbols are deleted out of every 24
coded symbols). The coding was performed on a block of 476
bits of the second bitstream, resulting in a total of 1200 encoded
symbols for every block (please note that a block interleaver
of 60 20 bits has been applied). Taking into consideration
all the overheads, the input video could then be encoded at the
same bit rate of 52.8 kbits/s, but with a splitting percentage
factor of 72%. Under these conditions, we observed that nearly
the same BERs for both channels can be accomplished at

dB for the normalized Doppler frequency of
. The results are shown in Table I. We have also

included the results of the first experiments obtained under the
same transmission environments.

Furthermore, for the sake of comparison, the transmission of
a nonpartitioned H.263-coded bitstream was also conducted. In
this case the RCPC rate was 4/5 and this provided almost the
same FEC overhead as in the other experiments in Table I. For
this, the predecoder was designed in such a way that whenever
errors are detected in any of the GOBs, the entire MBs in the
GOB are considered to be uncoded. The results of this experi-
ment under the same test environments are also shown in Table I.

These results indicate a far superior performance of the parti-
tioned video bistream when transmitted over a twin-class QAM
with unequal BER for each of its channels compared with the
other two systems. To verify this subjectively, we compared
the quality of the reconstructed video for all three systems of
Table I. In these evaluations, we carried out each experiment
using a repeated video sequences five times and each time reini-
tialized the noise generator differently. We then observed that
the overall quality of the partitioned video transmitted with an
equal BER (system 2), in terms of the number of freeze-frames,
was slightly better than system 3.

This clearly indicates the effectiveness of the video parti-
tioning even without utilizing unequal error transmission. How-
ever, with a combination of the unequal error-protection scheme
and the secondary fade estimation, we observed that quality of
the reconstructed video is far better than the other two systems.
Indeed, when the same experiments are repeated with higher
channel SNR (e.g., BER and BER ), the
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TABLE I
PERFORMANCECOMPARISONBETWEENPARTITIONED AND NON-PARTITIONED TRANSMISSION OF THE“SALESMAN” SEQUENCE

quality of the system 1 becomes almost indistinguishable with
the quality of the transmitted video signal. Finally, we should
emphasize that increasing the size of the predecoder buffers can
considerably reduce the number freeze-frames in the received
bitstreams mainly due to better detection of the uncorrupted syn-
chronization information. Another important factor is utilizing
more frequent INTRA-refresh option at the encoder, but this
would be at the expense of the increasing the overall bit rate.

VII. CONCLUSION

The main objective in this paper was to investigate the
transmission of compressed video bitstreams over multipath
fading environments via a twin class 16-QAM modulation
system. This required developing a robust video partitioning
scheme where each partitioned bitstream can be transmitted
by a separate 16-QAM transmission channel. It is well known
that the BER performance of the two LSBs (referred to as the
second channel) of the 4 bits/symbol of a Gray-coded 16-QM
tends to deteriorate rapidly as the Doppler frequency increases.
We have shown that such deterioration can be reduced con-
siderably if more frequent pilot information is transmitted for
the second channel. A second stage of fade estimation is then
proposed which can significantly improve the second channel
performance.

Subsequently, we have discussed two methods of partitioning
which are based on separating the DCT data before and after
VLC coding. It was shown that while the former can be more
suitable for SNR scalability, the latter was considered for our
application mainly due to its partitioning efficiency. The parti-
tioning method was then applied to split the compressed video
bitstream. The ITU-T H.263 coding standard was used to en-
code the QCIF video input.

Finally, the end-to-end transmission of the partitioned video
bitstreams using the above 16-QAM system was evaluated
under various transmission environments. We have shown that a
combination of the twin class 16-QAM with the secondary fade
estimation and the video partitioning forms an effective method
in transmitting video information over mobile channels.

APPENDIX

DERIVATION OF THE ERROR PROBABILITY OF THE

SECOND CHANNEL 16-QAM

To obtain the average BER of the second channel, we as-
sume that the decision boundaries for the LSB of theand

components should be adjusted by an average fade factor of

. For example, let us first consider that a logical zero
is transmitted for an or component. In this case, the distance
of a constellation point from the boundary of its decision region
would be instead of in a non-
fading case. Under this condition, the second channel average
bit-error probability for the logical zero using (4) can be shown
as

(A1)

In the case when the logical one is transmitted, the protection
distance would be and therefore the average
bit-error probability is

(A2)

For a Rayleigh model, the ratio can be shown as

(A3)

Replacing the above ratio in (A1) and (A2) would result in

(A4)

(A5)

Simplifying (A4) and (A5), the following equations are ob-
tained:

(A6)

(A7)

Thus, the total bit-error probability for channel 2 under Rayleigh
fading conditions is

or

(A8)
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